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Optimal-rate Private Information

Retrieval (PIR)

e PIR enables client to fetch record(s) from remote and untrusted database with cryptographic
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Figure: Wall-clock time for (client-side) query construction in bit-more-than-a-bit protocols.
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Figure: Wall-clock time for (server-side) response generation for bit-more-than-a-bit protocols. DB size
scales up to 256 GiB.
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Figure: Information flow in single-round and £-server PIR.

Head-to-head comparison with Percy++ (2014)
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Fig. 7. Head-to-head comparison with various 1-private, 2-server instances from Percy++ v1.0. The faint plots near the bottoms show correspond-

record, from the servers. ng costs for bit-more-than-a-bit protocol.

e Finally, client solves a system of s linear equations to reconstruct the desired record.

Perfectly 1-private “Bit-more-than-a-bit” protocols

Head-to-head comparison with RAID-PIR (CCSW 2014)
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e Client samples independently and distributes L-tuple of (2, 2)-DPF key pairs to the servers.

e Server performs a full-domain evaluation on the received keys and concatenates the resulting bit
vectors component-wise to obtain a length-r vector.
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Fig. 8. Head-to-head comparison with computationally 1-private RAID-PIR v0.9.5 instances for € ranging from 4 to 32. The scale of some experi-
ments was limited because RAID-PIR v0.9.5 cannot handle databases that exceed physical memory.
Figure: (2,2)-DPF key distribution and query expansion procedure for £ = 2° servers.
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